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TOP10 System - November 2023

Rmax @nd Rpeak values are in PFlop/s. For more details about other fields, check the TOP500 description.

Rpeak values are calculated using the advertised clock rate of the CPU. For the efficiency of the systems you should take into

account the Turbo CPU clock rate where it applies.

Rank

System

Frontier - HPE Cray EX235a, AMD Optimized 3rd
Generation EPYC 64C 2GHz, AMD Instinct MIZ50X,
Slingshot-11, HPE

DOE/SC/0ak Ridge National Laboratory

United States

Aurora - HPE Cray EX - Intel Exascale Compute Blade,
Xeon CPU Max 9470 52C 2.4GHz, Intel Data Center GPU
Max, Slingshot-11, Intel

DOE/SC/Argonne National Laboratory

United States

Cores

8,699,904

4,742,808

Rmax Rpeak Power
(PFlop/s) (PFlop/s) (kw)

1,194.00 1,679.82 22,703

082.34 1,009.33 24,687

Eagle - Microsoft NDv5, Xeon Platinum 8480C 48C 2GHz,

NVIDIA H100, NVIDIA Infiniband NDR, Microsoft
Microsoft Azure
United States

1,123,200

561.20 846.84

Supercomputer Fugaku - Supercomputer Fugaku,
AGLEX 48C 2.2GHz, Tofu interconnect D, Fujitsu
RIKEN Center for Computational Science

Japan

7,630,848

442.01 937.21 29,899
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Infrastructure acceleration through offload

Traditional infrastructure
Network and storage 1/O processed in Host OS

Offloaded infrastructure
Server is managed through dedicated offload card

Customer workloads

VM | 192 vCPUs

I/O accelerated translation layer

Host OS Customer workloads
Storage
Network VM | 64 vCPUs
Agents
p
Hardware

Security and resource boundary

Accelerated

Agent
offload gents

Storage | Network
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Azure Boost
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Al workload management

Al applications



LLM serving

platform
architecture

" Microsoft Copilot

7
Job Management
Online Scoring Batch Scoring
Provisioned APl  Pay as you go APl  Dedicated API
Cross-tenant routing Trﬁﬁ?f;’ asff?rlﬁty
Inter-region Intra-deployment Prof}ﬁc/){,lfcliﬁ;gﬁi;?,lf;ggd LB
Model Family A Pool Model Family B Pool Model Family N Pool Inter/Intra-Model Fungibility
API
Admission Control
KV Prompt Cache
Content Moderation
Model Replica
Network Management | Model Management | Tenant level metrics | Identity | Health/HA

Inferencing Hosting Runtime

IP protected Al Asset Registry Project Forge

(code, weights) One Global Hardware Fleet (CPUs, Nvidia, AMD,...)



Training Inferencing

! !

' Azure Machine Learning
AR

Project Forge

° Azure-wide, serverless r
workload-aware global Global scheduler

scheduling

@ Highly reliable and efficient il el e e

Al infrastructure Auto repair Failover Suspend Resume Migrate Scaling

Infrastructure and Transparent checkpointing
° environment abstraction .

for workloads
Al accelerator abstraction

CPU GPU FPGA ASIC



A Single Pool for all

BEFORE

Department 1 Department 2

Team 1 Team 2 Team 3 Team 4 Team 5

Each team can only use their own capacity

Training utilization with/without Single Pool

TOTAL
CAPACITY

Single Pool with reservation — Premium Tier

Oversubscription through Standard and Basic Tier

Total Usage
(Premium + Standard + Basic)

Reserved Capacity Usage
(Premium)
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rivals models 5-10x its size

Commonsense Reasoning

Llama-2 7B

Llama-2 13B

W Llama-2 70B

Language Understanding

B Mistral (7B)

Match
Phi-2 (2.7B)

Coding
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Al workload management
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Confidential computing

Existing encryption

¢
1|
Data at rest

Encrypt inactive data when
stored in blob storage,
database, etc.

S

Data in transit

Encrypt data that is flowing
between untrusted public or
private networks

Confidential
computing

Data in use

Protect/encrypt data that is
in use, while in RAM, and
during computation



Azure
Confidential
GPU VMs
powered by
NVIDIA

CPU
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Application
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i—& 5 import torch
import torchvision.models as models
f;> import torchvision.transforms 2s transforms
0 # load the model
Eil' model - models.resnet18!pretrained=TrueI Il
model.eval()
D@ [1] Python
# write a function to get all internal representations for BatchNorm layers outputs of the model
r, # return a list of tensors
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# visualize the outputs distribution of each layer as 5*4 subplots
[1] Python
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Who's Harry Potter? Approximate Unlearning in LLMs

Ronen Eldan* and Mark Russinovichf

October 2, 2023
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